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Abstract 
Byte-addressable, non-volatile memory (NVM) presents

an opportunity to rethink the entire system stack. We present
Twizzler, an operating system redesign for this near-future.
Twizzler removes the kernel from the I/O path, provides pro-
grams with memory-style access to persistent data using small
(64 bit), object-relative cross-object pointers, and enables sim-
ple and eÿcient long-term sharing of data both between appli-
cations and between runs of an application. Twizzler provides
a clean-slate programming model for persistent data, realizing
the vision of Unix in a world of persistent RAM.

We show that Twizzler is simpler,more extensible, andmore
secure than existing I/O models and implementations by build-
ing software for Twizzler and evaluating it on NVM DIMMs.
Most persistent pointer operations in Twizzler impose less
than 0.5 ns added latency. Twizzler operations are up to 13× 
faster than Unix, and SQLite queries are up to 4.2× faster than
on PMDK. YCSB workloads ran 1.1–2.9× faster on Twizzler
than on native and NVM-optimized SQLite backends.

1 Introduction 

Byte-addressable non-volatile memory (NVM) on the mem-
ory bus with DRAM-like latency [23, 38] will fundamentally
shift the way that we program computers. The two-tier mem-
ory hierarchy split between high-latency persistent storage and
low latency volatile memory may evolve into a single level of
large, low latency, and directly-addressable persistent memory.
Mere incremental change will leave dramatic improvements in
programmability, performance, and simplicity on the table. It
is essential that operating systems and system software evolve
to make the best use of this new technology.
These opportunities motivate us to revisit how programs

operate on persistent data. The separation of volatile memory
and high-latency persistent storage at the core of OS design
requires the OS to manage ephemeral copies of data and in-
terpose itself on persistence operations, a penalty that will
consume an increasing fraction of time as NVM performance
increases [64]. The direct-access nature of NVM invites the

use of load and store instructions to directly access persistent
data, simplifying applications by enabling persistent data ma-
nipulation without the need to transform it between in-memory
and on-storage data formats. Thus, the model that best exploits
the low latency nature of NVM is one in which persistent data
is maintained as in-memory data structures and not serialized
or explicitly loaded or unloaded. To avoid serialization, this
model must support persistent pointers that are valid in any
execution context, not just the one in which they were created.

Trying tomoldNVM into existingmodels will not enable its
fullest potential, just as SSDs did not reach their full potential
until they transcended the disk paradigm. To explore a “clean-
slate” approach, we are building Twizzler, an OS designed to
take full advantage of this new technology by rethinking the
abstractions OSes provide in the context of NVM. Twizzler
divides NVM into objects within a global object space, and
pointers are interpreted in the context of the object in which
they reside. This decouples pointers from the address space of
an individual thread, providing a data-centric programming
model rather than a process-centric one. The result is a vastly
simpler environment in which the OS’s primary function is to
support manipulating, sharing, and protecting persistent data
using few kernel interpositions.

We implemented a simple, standalone kernel that supports
a userspace for NVM-based applications, with compatibil-
ity layers for legacy programs. We wrote a set of libraries
and portability layers that provide a rich environment for ap-
plications to access persistent data that takes into account
both semantics (persistent pointers) and safety (building crash-
consistent data structures). We then performed a case-study
by writing software for Twizzler, taking into account the new
fexibility and power gained by our model and evaluating our
software for complexity and performance. We ported SQLite
to Twizzler, showing how our approach can provide signifcant
performance gains on existing applications as well.

In a world where in-memory data can last forever, the con-
text required to manipulate that data is best coupled with the
data rather than the process. This key insight manifests itself
in the three primary contributions of this paper:



• We discuss (§ 2) our vision for a data-centric OS and
the requirements that it must meet to provide low latency
memory-style access to NVM with eÿcient data sharing.

• We present Twizzler (§ 3) and describe its mechanisms
to meet those requirements, including decoupling tradi-
tionally linked concerns, reducing kernel involvement in
address space management, and providing a rich model
for constructing in-memory persistent data structures that
can be easily shared between programs and machines.

• We evaluate (§ 4) the ease-of-use, security advantages,
and programmability o˙ered by our environment, for
both new and existing, ported software (SQLite), along
with performance improvements (§ 5) on NVM DIMMs.

2 The Data-Centric OS 

Operating systems provide abstractions for data access that
refect the hardware for which they were designed. Current I/O
interfaces and abstractions refect the structure of mutually
exclusive volatile and persistent domains, the hallmarks of
which are heavy kernel involvement for persisting data, a need
for data serialization, and complexity in data sharing requiring
the overhead of pipes or the management cost of shared virtual
memory. However, the introduction of low latency and directly
attached NVM into the memory hierarchy requires that we
rethink key assumptions such as the use of virtual addresses,
the kernel’s involvement in persistent I/O, and the way that
programs operate on and share persistent data [30].
The frst key characteristic of NVM is low latency: only

1.5–8× the latency of DRAM in most cases [38], so the cost
of a system call to access NVM dominates the latency of the
access itself. The second key characteristic is that the pro-
cessor can directly access persistent storage using load and
store instructions. Direct, low latency access to NVM means
that explicit serialization is a poor ft—it adds complexity, as
programmers must maintain di˙erent data formats and the
transformations between them, and the overhead is intolera-
ble due to NVM’s low latency. Hence, we should design the
semantics of the programming model around in-memory per-
sistent data structures, giving programs direct access to them
without explicit persistence calls or serialization methods.

These characteristics imply two basic requirements forOSes
to most e˙ectively use NVM:
1. Remove the kernel from the persistence path. This

addresses both characteristics. System calls to persist data
are costly; we must provide lightweight, direct, memory-
style access for programs to operate on persistent data.

2. Design for pointers that last forever. Long-lived data
structures can directly reference persistent data, so point-
ers must have the same lifetime as the data they point to.
Virtual memory mappings are, by contrast, ephemeral
and so cannot e˙ectively name persistent data. Persistent
data is, by defnition, accessed by multiple actors, both
simultaneously and over time, and thus must be stored in

a form that is conducive to sharing without needing the
ephemeral context associated with a particular actor.

We call an OS that meets both of these requirements data-
centric, as opposed to current OSes, which are process-centric.
Operations on persistent, in-memory data structures are the
primary functions of a data-centric OS, which tries to avoid
interposing on such operations, preferring instead to intervene
only when necessary to ensure properties such as security and
isolation. To meet both of these requirements a data-centric
OS must provide e˙ective abstractions for identifying data
independent of data location, constructing persistent data re-
lationships that do not depend on ephemeral context, and fa-
cilitating sharing and protection of persistent data.

2.1 Existing Interfaces 
Current OS techniques do not meet these requirements—fle
read and write interfaces, designed for sequential media and
later expanded for block-based media, require signifcant ker-
nel involvement and serialization, violating both requirements.
While support for these interfaces can be useful for legacy ap-
plications, as we will demonstrate, providing the programmer
with abstractions designed for NVM both reduces complexity
and improves performance.
The mmap call attempts to hide storage behind a memory

interface through hidden data copies. But, with NVM, these
copies are wasteful, and mmap still has signifcant kernel in-
volvement and the need for explicit msync calls. “Direct Ac-
cess” (DAX) tries to retroft mmap for NVM by removing the
redundant copy, but this fails to address requirement two! Oper-
ating on persistent data through mmap requires the programmer
to use either fxed virtual addresses, which presents an infea-
sible coordination problem as we scale across machines, or
virtual addresses directly, which are ephemeral and require
the context of the process that created them.
Attempting to shoehorn NVM programming atop POSIX

interfaces (including mmap) results in complexity that arises
from combining multiple partial solutions. Given some feature
desired by an application, the NVM framework can provide an
integrated solution that meshes well with the existing support
for persistent data structure manipulation and access, or it can
fall-back to POSIX resulting in the programmer needing to
understand two di˙erent “feature namespaces” and their inter-
actions. An example of this is naming, where a programmer
may need to turn to the flesystem to manage names in a com-
pletely orthogonal way to how the NVM frameworks handles
data references. We will discuss another example, security, in
our case study (§ 4).
Additionally, models that layer NVM programming atop

existing interfaces often fail to facilitate e˙ective persistent
data sharing and protection. PMDK, an NVM programming li-
brary, makes design choices that limit scalability, since its data
objects are not self-contained and do not have a large enough
ID space, resulting in the need to coordinate object IDs across



machines [10]. For the same reason, although single-address
space OSes [12] somewhat address our frst requirement, they
do not consider both requirements at once, nor do they provide
an e˙ective and scalable solution to long-term data references
due to that same coordination complexity [9].

2.2 A Data-Centric Approach 
We cannot store virtual addresses in persistent data, so we
need a new way to name a word of persistent memory: a per-
sistent pointer. The persistent pointer encodes a persistent
identifcation of data (§ 3.3) instead of an ephemeral address,
allowing any thread to access the desired word of memory
regardless of address space. This approach dramatically im-
proves programmability, as programmers need notworry about
the complexity of referring to persistent data with ephemeral
constructs, improving data sharing across programs and runs
of a program. Twizzler still makes use of virtual memory hard-
ware to provide isolation and translation, but persistent data
structures should not be written in terms of virtual addresses.

The Death of the Process. Processes as a frst class OS ab-
straction are, like virtual addresses, unnecessary; a traditional
process couples threads of control to a virtual address space,
a security role, and kernel state. However, with the kernel re-
moved from persistent data access, much of that kernel state
(e.g. fle descriptors) is unnecessary, leading to a decoupling
of mechanisms: nothing fundamentally connects a virtual ad-
dress space (how threads access data) and a security context
(what data they may access). Instead, a data-centric OS can re-
place the process abstraction with security contexts, allowing
greater fexibility for how security policy is managed.

The process abstraction is just one example. Persistent data
access plays a key role in OS abstraction design, and we need
to avoid complexity arising from combining old and new inter-
faces. Hence, we need to consider the wide-reaching e˙ects of
changing the persistence model on all aspects of the system,
not just I/O interfaces. NVM gives us an opportunity to de-
sign an OS around the requirements of the target programming
model instead of trying to mold support libraries around exist-
ing interfaces. While it is important that we provide support
for legacy applications, it is these applications that should be
relegated to support libraries; new applications built for the
programming model should get frst-class OS support.

Targeting these Constraints with Twizzler. The conse-
quences of meeting the requirements of these hardware trends
defne a bounded design space for data-centric OSes. We have
chosen a point in that space and built Twizzler, our approach
to providing applications with eÿcient and e˙ective access to
NVM. In the following section we will discuss how our four
primary abstractions—a low level persistent object model, a
persistent pointer design, an address space mechanism called
views, and a security context mechanism—achieve these goals
of removing the kernel from the persistent data access path.

3 The Design of Twizzler 

Twizzler is a stand-alone kernel and userspace runtime that pro-
vides execution support for programs. It provides, as frst-class
abstractions, a notion of threads, address spaces, persistent
objects, and security contexts. A program typically executes
as a number of threads in a single address space (providing
backwards compatibility with existing programming models),
into which persistent objects are mapped on-demand. Instead
of providing a process abstraction, Twizzler provides views
(§ 3.2) of the object space, which enable a program to map
objects for access, and security contexts (§ 3.4) which defne
a thread’s access rights to objects in the system. Twizzler
provides persistent pointers (§ 3.3) for programs, as well as
primitives to ensure crash-consistency (§ 3.5). The thread
abstraction is similar to modern OSes; the kernel provides
scheduling, synchronization, and management primitives. Fig-
ure 1 shows an overview of the system organization and how
di˙erent parts of the system operate on data objects.

Twizzler’s kernel acts much like an Exokernel [28,41], pro-
viding suÿcient services for a userspace library OS, called
libtwz, to provide an execution environment for applications.
The primary job of libtwz is to manage mappings of per-
sistent objects into the address space (§ 3.2) and deal with
persistent pointers (§ 3.3). Twizzler also exposes a standard
library that provides higher level interfaces beyond raw access
to memory. For example, software that better fts message-
passing semantics can use library routines that implement
message-passing atop shared memory. Twizzler’s standard
library provides additional higher level interfaces, including
streams, logging, event notifcation, and many others. Applica-
tions use these to easily build composable tools and pipelines
for operating on in-memory data structures without the per-
formance loss and complexity of explicit I/O.
We provide POSIX support with twix, a library that emu-

lates Linux syscalls. We modifed musl [1], a C library which
all programs link to, replacing invocations of the syscall 
instruction with calls into twix, which internally tracks Unix 
state like fle descriptors. This is handled entirely in userspace;
calls to read and write often reduce to calls to memcpy.

application

musl* (libc)

libtwz

twix

Twizzler kernel

view management, 
pointer translation, 
consistency primitives

object & thread
management, trusted 
computing base

* modified musl to change linux syscalls into function calls

Linux syscall 
emulation

data 
object

userspace
kernelspace

POSIX access
(read/write)

direct access
(memory-style)

metadata & FOT 
management

create, delete, etc. 
physical mapping

Figure 1: Twizzler system overview. Applications link to musl 
(a C library), twix (our Linux syscall emulation library), and
libtwz (our standard library).



3.1 Object Management 

Twizzler organizes data into objects, which may be persistent.
Each object is identifed by a unique 128 bit object ID (though
larger IDs would be possible). Objects provide contiguous re-
gions of memory that organize semantically related data with
similar lifetime. Applications access objects via mapping ser-
vices (discussed in the next section) by mapping each object
into a contiguous range in the address space, though the ad-
dress space itself may be densely or sparsely mapped. Objects
can be anywhere from 4 KiB (the size of a page) to 1 GiB;
the upper bound on object size is a prototype implementation
choice, and not fundamental to the design.

Twizzler uses objects as the unit of access control, building
o˙ a read/write/execute permissions model which mirrors that
of memory management units in modern processors. This is a
direct consequence of avoiding the kernel for persistent data
access—it can set policy by programming the MMU, but must
leave enforcement up to the hardware which, in-turn, defnes
what protections are possible.

An object, from the programmer’s perspective, is fexible in
its contents—for example, it could contain anywhere from a
single B-tree node to the entire B-tree. Often, an object would
contain the entire tree, since the entire tree is typically subject
to the same access semantics by programs, and there are over-
heads associated with objects that can be amortized over larger
spaces. Data and data structures that are too large for one ob-
ject or require di˙erent access permissions can span multiple
objects with references between them. We demonstrate the
benefts of this fexibility in Section 4.

The kernel provides services for object management, such
as creating and deleting objects. Objects are created by the
create system call, which returns an object ID. A program
may also optionally provide an existing object ID to the
create call, stating that the new object should be a copy of
the existing one, for which Twizzler uses copy-on-write. The
new ID is a number that is unlikely to collide with existing IDs
in the 128 bit ID space, and can be assigned using a technique
that supports this requirement (random, hashing, etc.). Some
forms of ID assignment support a form of access control: a pro-
gram can only access an object whose ID it knows. Twizzler
provides object naming as well, discussed in Section 3.3.

Objects may be be deleted via the delete system call. Like
Unix’s unlink, objects are reference counted, where a ref-
erence refers to a mapping in an address space. Once the
reference count reaches zero, the object may be deleted.

3.2 Address Space Management 

Although virtual addresses are the wrong abstraction to use for
persistent data access, we do leverage virtual address hardware
in modern processors for isolation and protection. Twizzler
provides access to persistent objects by mapping them into the
virtual address space behind-the-scenes (via libtwz). This

generates many mapping operations to access persistent data,
so requiring system calls would be costly. Additionally, our
kernel avoidance necessitates an increased address space man-
agement responsibility for userspace. For example, executable
loading and mapping is handled largely without the kernel.
To support userspace manipulation of address spaces, the

kernel and userspace share an object (called a “view”) that
defnes an address space layout. The view is just a normal
object, and so standard access control mechanisms apply to
enforce isolation. When applications map objects into their
address space, they update the view to specify that a particular
object should be addressable at a specifc location. The kernel
then reads the object and determines the requested layout of
the virtual address space. The view object is laid out like a
page-table, where each entry in the table corresponds to a
slot in the virtual address space. Each table entry contains
an object ID and read, write, and execute protection bits to
further protect object access (like PROT_* in mmap).

When a page-fault occurs, the fault handler tries to handle
the fault by either doing copy-on-write, checking permissions,
or by trying to map an object into a slot if the view object
requested one. If it cannot handle the fault (due to a protection
error or an empty entry in the view object), it elevates the fault
to userspace where libtwz handles it, possibly by killing
the thread, or possibly by mapping an object if the slot is
“on-demand”. When the kernel maps an object into a slot, it
updates the address space’s page-tables appropriately.
When threads add entries to a view object they need not

inform the kernel—when a fault occurs, the kernel will read
the entry as needed. However, when changing or deleting an
entry, threads must inform the kernel so it can update existing
page table entries. We provide two system calls for views. The
set_view call allows a thread to change to a new view, which
might be used to execute a new program or jump across pro-
grams to, for example, accomplish a protected task. Twizzler’s
access control system prevents this from happening arbitrar-
ily. The second system call is invalidate_view, which lets
a thread inform the kernel of changed or deleted entries.

3.3 Persistent Pointers 
Section 2 discussed the needs for references that outlive
ephemeral actors. Twizzler provides cross-object persistent
pointers so that a pointer refers not to a virtual address but to
an o˙set within an object by encoding an object-id:offset 
tuple. This enables a pointer to refer to persistent data, but
it also allows objects to have external pointers that refer to
data in any object in the global object space. We highlight
cross-object pointers’ power and fexibility by demonstrating
their ability to express inter-object relationships in Section 4.

To eÿciently encode this tuple, we use indirection through
a per-object foreign object table (FOT), located at a known
o˙set within each object. The FOT is an array of entries that
each stores an object ID (or a name that resolves into an object
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Figure 2: Pointer translation via the FOT. The pointer and the
FOT are both contained in the same object (not shown).

ID, as we will see below) and fags. A cross-object pointer is
stored as a 64 bit FOT_idx:offset value, where the FOT_idx 
is an index into the FOT. This provides us with both large
o˙sets and large object IDs, since the IDs are not stored within
the pointer itself. If an object wishes to point to data within
itself (an intra-object pointer), it stores 0 in FOT_idx. When
dereferencing, Twizzler uses the FOT_idx part of the pointer
as an index into the FOT, retrieving an object ID. The combi-
nation of a FOT and a cross-object pointer logically forms an
object-id:offset pair, as shown in Figure 2.
Our design (discussed in prior work [9, 10]) di˙ers from

existing frameworks [6, 13, 18, 19, 57, 58] because of the indi-
rection. Frameworks like PMDK store entire object IDs within
pointers, increasing pointer size and reducing fexibility by
removing the possibility of late-binding (discussed below).
Additionally, Twizzler extends the namespace of data objects
beyond one machine, as machine-independent data references
are a natural consequence of cross-object pointers. Existing
solutions are limited in this scalability. They either limit the
ID space (necessary for storing IDs in pointers) and thus resort
to complex coordination or serialization when sharing, or they
require additional state (e.g. per-process or per-machine ID
tables) that must be shared along with the data, forcing the
receiving machine to “fx-up” references. Worse still, the fx-
up is application-specifc, since the object IDs are within any
pointer, not in a generically known location. Our per-object
FOT results in self-contained objects that are easier to share,
thus interacting better with remote shared memory systems.

Part of our motivation for this FOT indirection was to allow
a large ID space without increasing pointer size. PMDK, by
contrast, increases pointer size to 128 bits for each pointer.
Twizzler has no additional space overhead per-pointer, instead
adding a 32-byte overhead per FOT entry. The number of FOT
entries, however, is typically much smaller than the number
of pointers since pointers to the same external object can all
use the same FOT entry. As we will see in Section 5, this has
a dramatic beneft to performance.

FOT Entries and Late-Binding. The FOT entry’s flags 
feld has bits for read, write, and execute protections. The
protections are requests; Twizzler implements separate access
control on objects. This allows some pointers to refer to data
with a read-only reference while others can be used for writing,
reducing stray writes (a single ID can repeat in the FOT with
di˙erent protections). The FOT entries also enable atomic
updates that apply to all pointers using that FOT entry.
Instead of requiring programmers to refer to objects via

IDs only, we allow names in FOT entries. These entries may

contain a pointer to an in-object string table that contains a
name. Names enable late-binding [19], a vital aspect of sys-
tems, allowing references to objects which change over time,
e.g. shared library versions. Names are passed to a resolving
function (specifed in the FOT entry). Allowing a program to
specify how its names are resolved increases the fexibility of
the system beyond supporting Unix paths. Twizzler provides
a default name resolver that uses Unix-like paths.

The implementation of naming is orthogonal to Twizzler’s
design. We allow a range of name resolution methods within
the system stack and allow objects to specify their own name
resolution functions for fexibility. For example, objects could
be organized by both a relational database and a hierarchical
namer similar to conventional fle systems. Non-hierarchical
fle systems are well studied [3,31,32,54,55], but these systems
do not easily cooperate atop a single data space. Since Twizzler
uses a fat namespace as its “native” object naming scheme, it
enables the required cooperation.
Pointer Translation. Current processors provide only a vir-
tual memory abstraction, so applications must do some extra
work to dereference a pointer, translating a pointer from its
persistent form into a virtual address. This does not a˙ect
the stored pointer, which is still persistent and independent of
any translation or address space. Thus multiple applications,
possibly with di˙erent address space layouts, can translate the
same pointer at the same time without coordination.

Pointer translation occurs with the help of two libtwz func-
tions: ptr_lea (load e˙ective address) and ptr_store. When
a program dereferences a pointer, it frst calls ptr_lea. The
pointer is resolved into an object-ID and o˙set pair through
a lookup in the FOT, after which libtwz determines if the
referenced object is already mapped (by maintaining per-view
metadata). If not, it picks an empty slot in the view and maps
the object there (a cheap operation that does not invoke the ker-
nel). Once mapped, libtwz combines the object’s temporary
virtual base address with the o˙set, and returns the new pointer.
The ptr_store function does the opposite of ptr_lea—it
turns a virtual pointer into a persistent one. While these are
done manually in our implementation, we plan to implement
compiler support to emit these calls automatically.
FOT management is handled by libtwz. While a lookup

in the FOT is a simple array-indexing operation, a store may
require adding to the FOT. To avoid duplicate entries, libtwz 
walks the FOT looking for a compatible entry. If one is not
found, it atomically reserves a new entry and flls it (fush-
ing cache-lines to persist it) before storing the pointer. The
ptr_store operation is less common than ptr_load, and in
the future we may include additional caching metadata that
would speed-up the FOT walk (such as storing recent IDs).

Translating pointers has a small overhead (§ 5) and the
result can be cached. Twizzler improves performance via a
per-object cache of prior translations. The common case, intra-
object pointers, does not require an external lookup and is
implemented as a simple bitwise-or operation.



3.4 Security and Access Control 

Twizzler’s focus on memory-based objects requires that we de-
sign the security model around hardware-based enforcement,
where the MMU checks each access. This design is inevitable
in a data-centric OS, since the kernel is not involved in every
memory access. The kernel merely specifes the access rights
when mapping an object and then relies on the hardware to
enforce those rights with a low overhead.
A key design choice we make is late-binding on security.

Applications request access to an object with permissions that
they desire; if they access the object in only allowed ways
(e.g., only reading a read-only object), no fault occurs. This
is because when we map an object (via a view), the kernel is
not immediately involved, and so cannot check access rights
for a particular access at the time the mapping is setup. Per-
forming an access rights check on time of frst access does not
make sense either, as it associates a specifc access (that might
be allowed) with a permissions error. For example, if a pro-
gram reads object A, and that program is allowed to read A, it
should be allowed to perform the read even if it requested read-
write access to the object. This late-binding enables simpler
programs that need not worry about elevating access rights
through remapping data objects. Programs can make progress
without knowing in advance the permissions of the objects
they might access, thus enabling the reuse of the OS’s access
control mechanism in applications. We will show the fexibil-
ity of this in Section 4, wherein we add access control to a
program by changing only a few lines of code.

Threads run in a security context [8,25,44], which contains
a list of access rights for objects and allows the kernel to de-
termine the access rights of programs. Using these contexts,
Twizzler is able to provide analogues to groups and owners
in Unix while providing more fne-grained access control
if necessary. Unlike past exploration into security contexts,
data-centric OSes o˙er an advantage in simplicity. A security
context abstraction in a Unix-like OS needs to maintain ac-
cess rights to a set of fundamentally di˙erent things (such as
paths, virtual memory locations, and system calls). Instead,
Twizzler’s security contexts specify access rights to an object
via IDs instead of virtual addresses. This also makes security
contexts persistent, allowing us to use them as the primary
way we assign security roles to threads.

Security contexts are implemented via virtualization hard-
ware that maps virtual memory to an intermediate “object
space” which specifes the access rights, which is then mapped
to physical memory [9]. This reduces the number of page-table
structures and mappings, as threads in the same security con-
text can share the same page-tables for each object.

3.5 Crash Consistency 

Twizzler provides primitives for building crash-consistent data
structures. At a low level, it provides a mechanism for writing

back cache-lines and appropriate fences. Applications use
these primitives today outside of Twizzler to build up larger,
more complex support for crash-consistent data structures.

Our goal is to provide low level primitives without restrict-
ing programs or prematurely prescribing particular solutions.
There is a wealth of research on crash-consistent data struc-
tures for NVM [15,16, 24, 46, 50–53, 65], but it is still in fux.
Of course, Twizzler manages system data structures, such as
FOT entries, views, etc., in a crash-consistent manner using
the aforementioned primitives, locking, and fencing.
Twizzler also provides a transactional-persistent logging

mechanism. Programmers can write TXSTART–TXEND blocks
to denote transactions and TXRECORD statements to record pre-
changed values. This is similar to the mechanism provided by
PMDK [58]. If applications need more complex transactions
using di˙erent logging mechanisms, they can use libraries.

Twizzler provides a mechanism for restarting threads when
power is restored following a crash. Since views are persistent
objects, all mapped objects during a thread’s execution are
known across power cycles, and are mapped back in. The
thread is then started at a special _resume entry point, allowing
the program to handle the power failure in an application-
specifc manner with access to the state of the program (data
segment, heap, etc.) as it was when power was cut.

3.6 Implementation 
Twizzler’s kernel is similar to many microkernels, providing
a small set of key primitives. It is 5,500 lines of architecture-
independent code and 5,700 lines of architecture-dependent
CPU driver code. The primary complexity in the system is
implemented in userspace, as the design of the programming
model greatly simplifes the kernel. Twizzler is open-source;
more information can be found at https://twizzler.io.
We also built a prototype of Twizzler by modifying the

FreeBSD 11.0 kernel before implementing our standalone ker-
nel. This was done both to more rapidly verify our design and
to provide a prototyping environment for developers to write
code for Twizzler in a familiar environment. We added Twiz-
zler services to FreeBSD by adding system calls, modifying
the fault-handling logic, and distinguishing Twizzler threads
from FreeBSD threads. This is also a testament to the simplic-
ity of the kernel in our model, since FreeBSD was relatively
easy to modify to support the Twizzler userspace. However,
the FreeBSD prototype is limited by its need to coordinate
with FreeBSD’s Unix services, thus the standalone kernel is
more eÿcient and simpler, and provides a better environment
for researching kernel design changes in the face of NVM.

4 Evaluation 

Our primary goals for evaluating Twizzler were:
1. Show that Twizzler meets the needs of a data-centric OS

in enabling programs to directly access persistent data.

https://twizzler.io


2. Demonstrate that the programming model we defned
provides suÿcient power to easily and e˙ectively build
real applications with NVM in mind.

3. Measure the performance of our system to understand
where we gain and lose performance.

We approached these goals two ways: porting existing soft-
ware (SQLite) and writing new software for Twizzler. The frst
demonstrates both the generality of the programming environ-
ment (legacy software can be easily ported) and the potential
performance gains to be had even for legacy software. The sec-
ond demonstrates the true power of Twizzler’s programming
model and allows us to explore the consequences of our design
choices fully without being constrained by legacy designs.
We built three pieces of new software: a hash-table based

key-value store (KVS), a red-black tree data structure, and a
logging daemon. Each had di˙erent characteristics and goals,
and together they demonstrate the fexibility that Twizzler of-
fers in allowing simple implementation, nearly-free access
control, and the ability to directly express complex relation-
ships between objects. Using our KVS and red-black tree code,
we ported SQLite (a widely used SQL implementation) to
Twizzler along with a YCSB [17,29] driver (a common bench-
mark), allowing us to explore Twizzler’s model in a larger,
existing program that would let us study the performance of
Twizzler in a complex system that stores and processes data.
We present the performance of SQLite and our new software,
along with microbenchmarks, in Section 5.

4.1 Case Study: Key-Value Store 
We implemented a multi-threaded hash-table based key-value
store (KVS), called twzkv, to study cross-object pointers and
our late-binding of access control. Our KVS supports insert,
lookup, and delete of values by key (both of arbitrary size),
and hands out direct pointers to persistent data during lookup.
During insert, it copies data into a data region before indexing
the inserted key and value. We built twzkv in multiple phases
to study how our system handles changing requirements.
We built twzkv in roughly 250 lines of C. Handing out

direct pointers into data was trivial to implement with cross-
object pointers, requiring only a call to ptr_lea during lookup.
The initial implementation maintains two objects, one for data
and one for the index. The complexity typically involved when
storing both index and data in a single, fat fle is not justifed
in a programming model where we can express inter-object
relationships directly at near-zero cost in complexity or perfor-
mance. In our case, a pointer from the index object to the data
object (such as an entry in the hash table) can be written with
a single call to ptr_store. This, combined with the simple
requirements for an in-memory NVMKVS, resulted in a small
implementation that was nonetheless a usable KVS.

Extending Requirements. Next, we added functionality to
protect values with access control. We wanted to keep handing
out direct pointers to data during lookup and to keep twzkv a

Index (I0) Index (I1)Data (D0) Data (D1)

Figure 3: Cross-object pointers in twzkv.

library (as opposed to a service). Meeting these goals on an
existing system would be diÿcult without adding signifcant
complexity, such as reimplementing a lot of Twizzler’s pointer
framework or implementing manual, redundant access control.

In Twizzler, implementing access control in twzkv involved
having the index refer to data in multiple data objects, assign-
ing those objects di˙erent access rights, and allocating from
those objects depending on desired access rights. We were
able to implement this while preserving the original code due
to the transparent nature of Twizzler’s cross-object pointers.
Now, when inserting, the application indicates the data object
into which to copy the data, as shown in Figure 3.
By supporting multiple data objects, twzkv can leverage

the OS’s access control, sidestepping complexity. Unrestricted
data can go in D0 (Figure 3), whereas restricted data can go in
D1. Since each object has distinct access control, a user can
set the objects’ access rights, then decide where to insert data
according to policy. The indexes point to the correct locations
regardless of the access restrictions of the data objects, and
twzkv still hands out direct pointers, but a user that is restricted
from accessing data in D1 will not be able to dereference the
pointer. A further extension is to support secondary indices,
as shown in Figure 3, enabling alternative lookup methods
and limiting data discovery with index object access control.
This extension is easy to implement on Twizzler.

Comparison to Unix Implementation. To compare with
existing techniques, we built a similar KVS using only Unix 
features (called unixkv). It also separates index and data, but
it must manually compute and construct pointers. Supporting
multiple data objects was complex in unixkv, because we had
to store and process fle paths in the index and store references
to paths for pointers, increasing overhead and code complex-
ity by 36%—a lot for an implementation with relatively few
pointers—just to reimplement Twizzler’s support. The extra
complexity also included code to manually open, map, and
grow fles, much of which Twizzler handles internally. De-
velopment time was extended by bugs that were not present
when developing twzkv, due to the manual pointer process-
ing. While twzkv gains transparent access control, unixkv 
does not due to the lack of on-demand object mapping and
late-binding of security. Instead, unixkv needs to know object
permissions before mapping, a restriction that limits the ability
to reuse OS access control, something that twzkv could lever-
age through late-binding on security (§ 3.4)1. Other frame-
works like PMDK that do not integrate access control and
late-binding into their models have similar limitations.

1unixkv could trap segmentation faults to do this, but that would be
application-specifc, diÿcult, and would reimplement Twizzler functionality.



4.2 Case Study: Red-Black Tree 

To evaluate the process of writing persistent, “pointer-heavy”
data structures,we implemented a red-black tree in C using nor-
mal pointers (ramrbt) in 100 lines of code, and evolved it for
persistent memory in two ways: manually writing base+o˙set
style pointers, as current systems require (unixrbt), and us-
ing Twizzler (twzrbt). Porting existing data structure code
to persistent memory will be common during the adoption
of NVM, and much of the complexity therein comes from
dealing with persisting virtual addresses [47].
In developing unixrbt, we found 83 locations where we

had to perform pointer arithmetic for converting between per-
sistent and virtual addresses. Consider an expression such as
root->left->right = foo. Inserting calls to translate this
directly results in L(L(root)->left)->right = C(foo),
where L converts to a virtual address and C converts back,
which is heavily obfuscated and took more development time
than writing ramrbt in the frst place due to debugging.
We built twzrbt like unixrbt, annotating pointer stores

and dereferences. However, unixrbt used an application-
specifc solution for pointer management; if other applications
wanted to use the data structures created by unixrbt, they
would have to know the implementation details of the pointer
system (or share the implementation, thus reimplementing
much of Twizzler’s library). Additionally, due to Twizzler en-
abling improved system-wide support for cross-object pointers,
these transformations can be made automatic.

Unlike twzrbt, unixrbt’s tree is limited to a single persis-
tent object; a limitation that prevents the tree from growing
arbitrarily, does not allow it to directly encode references to
data outside the tree object, and does not gain it the bene-
fts of cross-object data references that were discussed above
for twzkv. Adding support for this to unixrbt would require
modifying the core data structures to include paths and sig-
nifcantly altering the code, increasing its length by at least a
factor of 2, whereas twzrbt gets this functionality for free.

Another advantage of twzrbt is reduced support code com-
pared to unixrbt; unixrbt needed code to manage and grow
fles and mappings, while we implemented twzrbt as simple
data structure code with Twizzler managing that complexity.
The additional error handling code and pointer validity checks
in unixrbt (handled automatically in Twizzler) increased de-
velopment time and implementation complexity.

4.3 Porting SQLite 

We ported SQLite to Twizzler to demonstrate our support
for existing software and to evaluate the performance of a
SQLite backend designed for Twizzler. We used our POSIX
support framework, a combination of musl and our library
twix, to support much of SQLite’s POSIX use. We took a
modifed version of SQLite called SQLightning that replaced
SQLite’s storage backend with a memory-mapped KVS called

LMDB [14]. We chose this port because LMDB is imple-
mented with mmap’d fles as the primary access method and
hands out direct pointers to data as one would expect from an
e˙ectively designed NVM KVS2. Since LMDB’s SQLight-
ning port already replaces the storage backend with calls to
LMDB, we ported SQLite to Twizzler by taking our KVS and
red-black tree code and implementing enough of the LMDB in-
terface for SQLite to run using Twizzler as a backend. Outside
of the B-tree source fle few changes were needed for SQLite
to run on Twizzler. We further ported our modifed SQLite
backend to PMDK to compare directly with a commonly used
NVM programming library that supports persistent pointers.
We also ported a C++ YCSB driver [29], which required

porting the C++ standard template library (STL). Since we had
already ported a standard C library, the C++ STL was easily
ported, demonstrating the ease of porting software to Twizzler.
We have also ported some existingUnix utilities (such as bash 
and busybox), which largely require only recompiling to run
on Twizzler. Of course, to gain all of the benefts of Twizzler,
programs will be need to be written with NVM in mind (but
this is true regardless of the target OS).
Our implementation of the LMDB interface corroborated

our experience from the KVS case study: much of the com-
plexity in storage interfaces and implementations comes from
the separation between storage and memory. This has been
studied before (as we will elucidate in Section 6), but the
advent of NVM changes the game signifcantly by allowing
programmers to think directly via in-memory data structures.
The result is that interfaces like cursors in a KVS become
redundant. We implemented to this interface for LMDB, but
the functions were largely wrappers around storing a pointer
to a B-tree node and traversing the tree directly without sep-
arate loads and copies. The result was an extremely simple
implementation (500 LoC) that still met the required interface.
Future software for NVM can use Twizzler’s programming
model to more e˙ectively write software that eschews the need
for complexity forced by the two-tier storage hierarchy.

4.4 Discussion 
Although these implementations were simple, they represent
the applications and data structures we expect in a data-centric
system. Pointers we can directly use in our programming lan-
guages make computing over persistent data almost transpar-
ent, allowing simple implementations that are nevertheless
easy to evolve as requirements change.

Not only does twzkv have access control, but it enables con-
current access via cross-object pointers. Applications can load
indexes for multiple databases without needing to worry about
address space layout and without writing complex pointer
management code that would be required by an implemen-
tation using mmap. We were able to provide access control
without a single line of code in twzkv dedicated to checking

2These are not persistent pointers, however, unlike Twizzler’s.



or enforcing access rights. Instead, we relied on the system’s
access control, something not possible with other frameworks
that do not support late-binding of access rights and do not
consider security as part of their programming model. Twiz-
zler thus removes the need for applications to manage their
own access control, which increases the security of the system
by divesting programmers from the responsibility of getting
it right. Similar functionality for current systems would tradi-
tionally require separation of the library and application into a
client-server model, but that additional overhead is unneeded
here and inappropriate on a persistent memory system.
Although twzrbt and twzkv had di˙erent densities of

pointer operations, twzrbt being “pointer-heavy” and twzkv 
being “pointer-light”, Twizzler improved the complexity of
both over manual implementation and improved fexibility
over existing persistent pointer methods. Using a system-wide
standardized approach to pointer translations not only enables
better compiler and hardware support, but it also improves
interoperability; because they share a common framework,
twzkv could use the red-black tree code and data with ease,
and even interact with the SQLite database even though they
were written separatelywithout that goal inmind. The position-
independence a˙orded by this model enables both compos-
ability and concurrency, while also simplifying programming
on persistent data to a natural expression of data structures.

Non-Shared-Memory Programs. To push the limits of our
model and show that Twizzler does not constrain program-
mers into a shared-memory model, we implemented a log-
ging framework (similar to syslogd). The logging daemon,
logboi, can receive log messages either synchronously or
asynchronously. In both cases, the interface is the same, but
synchronous logging uses shared-memory abstractions while
asynchronous logging relies on message-passing semantics.

For synchronous logging the thread switches security con-
texts, which is made possible by decoupling address spaces
and security. The call to the logging framework then updates
the log and returns. An asynchronous logging event sends
data to the logging thread via a stream object (a standard API
provided by Twizzler) that logboi and the application share.
The choice of asynchronous or synchronous is left to the pro-
grammer; synchronous can have lower latency and predictable
behavior while asynchronous o˜oads processing to logboi.

5 Performance 

Our evaluation’s primary focus is on the benefts of the pro-
gramming model, showing new functionality with reduced
complexity at an acceptable overhead. Nevertheless, there are
many cases where we see signifcant improvement (such as
SQLite) because the programming model has less overhead,
and our pointer design is space eÿcient and fast to translate.
We measured the performance of our KVS and red-black

tree, performed microbenchmarks, and evaluated the Twizzler

Table 1: Latency of common Twizzler operations.
Pointer Resolution Action Average Latency (ns) 
Uncached FOT translation 27.9 ± 0.1 
Cached FOT translation 3.2 ± 0.1 
Intra-object translation 0.4 ± 0.1 

Mapping object overhead 49.4 ± 0.2 

port of SQLite against Linux (Ubuntu 19.10) instances of
SQLite, SQLightning, and our port of SQLite to PMDK. Tests
ran on an Intel Xeon Gold 5218 CPU running at 2.30 GHz
with 192 GB ofDRAM and 128 GB of Intel Persistent DIMMs.
We compiled all tests against the musl C library instead of
glibc because Twizzler uses musl to support Unix programs.

All Linux tests used the NOVA flesystem [69] (a flesystem
optimized for NVM) on the NVDIMMs, mounted in DAX
mode. This enabled direct access to the persistent memory
without a page-cache interposing on accesses.

5.1 Microbenchmarks 
Table 1 shows common Twizzler functions’ latencies, includ-
ing pointer translation. The overhead shown for resolving
pointers does not include dereferencing the fnal result, since
that is required regardless of how a pointer is resolved. The
frst row shows the latency for resolving pointers to objects the
frst time. Twizzler makes a further optimization by caching
the results of translations for a given FOT entry. Each succes-
sive time that FOT entry is used to resolve a pointer, the result
of the original translation is returned immediately, improving
the latency as shown on the “cached” row of Table 1. Note that
the low latency of these results is expected; the performance
critical case of these functions’ use is repeated calls, and since
these operations are simple, they ft within the processor cache.
Twizzler translates intra-object pointers by frst checking

if the pointer is internal and, if so, adding the object’s base
address to it—the same operation required for application-
specifc persistent pointers. The expanded programming
model o˙ered by Twizzler makes this overhead minor rel-
ative to the high costs for persistent data access on current
systems, which have high-latency for equivalent operations.

We compared our pointer translation to Unix functions. Re-
solving an external pointer with an ID corresponds roughly
to a call to open("id"), which has a latency of 1036 ± 15 ns.
The comparison is not exact, of course; the pointer resolution
also maps objects, and the call to open must handle fle system
semantics. However, the direct-access nature of NVM results
in pointer translation achieving the same goal as opening a
fle does today. The pointer operations in Twizzler accom-
plish much of the same functionality as the heavier-weight
I/O system calls on Unix with more utility and less overhead.
A more direct comparison is object mapping, which has

low latency compared to mmap (658.7 ± 12.7 ns—a 13.3× 
speedup) though the two have similar functionality. Since map-
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Figure 5: Query latency, normalized (lower is better).

ping occurs entirely in userspace, cache pollution is reduced.
While both mmap and Twizzler’s mapping require page-faults
to occur before the data is actually mapped, this overhead is
similar in Twizzler and Unix, and so is not shown.

5.2 SQLite 
We ran four variants of SQLite, three on Linux and one on
Twizzler, and compared their performance: “SQL-Native” (un-
modifed SQLite), “SQL-LMDB” (SQLite using LMDB as
the storage backend), “SQL-PMDK” (SQLite using our red-
black tree on PMDK), and “SQL-Twizzler” (our port of SQLite
running on Twizzler). SQL-Native was run in mmap mode so
that both it and SQL-LMDB used mmap to access data. We
ran each on the same hardware and normalized the results.
Figure 4 shows the three variants’ throughput under stan-

dard YCSB workloads. The performance improvement of the
LMDB and Twizzler variants over SQL-Native is likely due
to handing SQLite direct pointers to data. However, in the
Twizzler case we get an additional beneft of operating on data
structures directly while LMDB has an abstraction cost.

Figure 5 shows the latency of queries on a one million row
table. This is common data processing—loading and then
examining data in a variety of ways. We measured the per-
formance of calculating the mean and median, sorting rows,
fnding a specifc row, building an index, and probing the index.
SQL-Twizzler had similar performance to SQL-LMDB and
SQL-Native despite comparing its extremely simple storage
backend to optimized B-tree backends (that beneft from scan
operations). As a more direct comparison, SQL-Twizzler sig-
nifcantly out-performed SQL-PMDK in most tests. PMDK’s
pointer operations are more expensive than Twizzler’s, requir-
ing up to two hash table lookups per translation [5]. Addition-
ally, PMDK’s pointers are 128 bits, while Twizzler does not
increase pointer size. Increased pointer size results in signif-
cantly worse cache performance, especially in a pointer-heavy
data structure like a persistent red-black tree.

5.3 Key Value Store 
We compared twzkv to unixkv by inserting one million dis-
tinct key-value pairs, followed by looking up each in-order.
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Figure 6: Latency of insert and lookup in twzkv and unixkv.
An “(m)” indicates support for multiple data objects.

The inserted items were 32-bit keys and 32-bit values, chosen
to reduce the overhead of data copying since we were focusing
on pointer translation overhead. Both were compared under
two modes, single-data-object and multiple-data-objects. Both
KVSes translated between virtual and persistent addresses
when storing and retrieving data, but for multiple-data-objects,
we allow for storing the data in an arbitrary object.

Figure 6 shows the latency of lookup and insert, demonstrat-
ing that not only is the memory-based index and data object
structure that can hand out direct data pointers suÿciently low
latency to take advantage of NVM, but the additional over-
head of cross-object pointers is minimal. Compared to unixkv,
twzkv has minimal overhead in the single-object case, and
improves lookup performance in the multiple-object case. The
minor overhead in other cases comes with improved fexibility,
simplicity, and access control support (unixkv does not sup-
port access control). Finally, multithreaded access on twzkv 
and unixkv did not improve performance; despite the pointer
translations, they ran at memory bandwidth (for NVM).

5.4 Red-Black Tree 
We measured the latency of insert and lookup of 1 million
32-bit integers on both unixrbt and twzrbt. The insert and
lookup latency of twzrbt was 528 ± 3 ns and 251.8 ± 0.5 ns,
while insert and lookup latency of unixrbt was 515 ± 2 ns
and 213±1 ns. The modest overhead comes with signifcantly
improved fexibility, as unixrbt does not support cross-object
trees, and less support code (unixrbt manually implements
mapping and pointer translations). Note that even though there
is lookup overhead in twzrbt, this overhead did not predict the
results of a larger program—the SQL-Twizzler port used this
red-black tree, and saw performance benefts over block-based
implementations.



6 Related Work 

Twizzler’s design is shaped by fundamental OS research [12,
18, 26–28, 41, 42], which, while approaching similar topics
described in Section 2, often did not consider both design
requirements simultaneously, resulting in an incomplete pic-
ture for NVM. Recent research on building NVM data struc-
tures [15, 16, 22, 37, 45, 65], often focuses on building data
structures that provide failure atomicity and consistency. In
contrast, we explore how NVM a˙ects programming models.
We draw from recent work on providing OS support for NVM
systems [11] and work providing recommendations for NVM
systems [48], integrating object-oriented techniques and sim-
plifed kernel design to provide high-performance OS support
for applications running on a single-level store [4, 61].

Multics was one of the frst systems to use segments to par-
tition memory and support relocation [6,19]. It used segments
to support location independence, but still stored them in a fle
system, requiring manual linkage rather than the automated
linkage in Twizzler. Nonetheless, Multics demonstrated that
the use of segmenting formemorymanagement can be a viable
approach, though its symbolic addresses were slow.
The core of Twizzler’s object space design uses concepts

from Opal [12], which used a single virtual address space
for all processes on a system, making it easier to share data
between programs. However, Opal was a single-address space
OS,which is insuÿcient forNVM [9,10], and it did not address
issues of fle storage and name resolution. It also required a
fle system, since there was no way to have a pointer refer to an
object with changing identity, whereas our approach removes
the need for an explicit fle system. Other single-address space
OSes, such as Mungi [34], Nemesis [56], and Sombrero [63],
show that single address spaces have merit, but, like Opal,
did not consider how the use of NVM would alter their de-
sign choices; in particular, how the use of fxed addresses
results in a great deal of coordination that is unnecessary in
our approach. OSes such as HYDRA [68] provide functional-
ity similar to cross-object pointers; however, in Twizzler, we
extend their use from procedures-referencing-data to a more
general approach. Furthermore, they required heavy kernel
involvement, an approach incompatible with our design goals.
Single-level stores [21, 60, 62] remove the memory versus

persistent storage distinction, using a single model for data at
all levels. While well-known, “little has appeared about them
in the public literature” [60], even since the EROS paper. Our
work is partially inspired by Grasshopper [21], AS/400, and or-
thogonal persistence systems, but while these are designed to
provide an illusion of persistent memory, Twizzler is built for
real NVM and focuses on providing a truly global object space
with global references without cross-machine coordination.
Clouds [20] implemented a distributed object store in which
objects contained code, persistent data, and both volatile and
persistent heaps. Our approach uses lighter-weight objects,
allowing direct access to objects from outside, unlike Clouds.

Software persistent memory [33], designed to operate within
the constraints of existing systems, built a persistent pointer
system using explicit serialization without cross-object refer-
ences, in contrast to Twizzler. Meza [49] suggested hardware
manage a hybrid persistent-volatile store with fne-grained
movement to and from persistent storage. Since persistence in
Twizzler is to NVM, we need not interpose on movement be-
tween storage and memory, instead simply managing memory
mappings of persistent objects, reducing OS overhead.
Recently, several projects have considered the impact of

non-volatile memories on OS structure. Bailey, et al. [4] sug-
gest a single-level store design. Faraboschi, et al. [30] discuss
challenges and inevitable system organization arising from
large NVM, and we follow many of their recommendations.
The Moneta project [11] noted that removing the heavyweight
OS stack dramatically improved performance. While Moneta
focused on I/O performance, not on rethinking the system
stack, we leverage their approach to reduce OS overhead as
much as possible, even when the OS must intervene. Lee and
Won [43] considered the impact of NVM on system initializa-
tion by addressing the issue of system boot as a way to restore
the system to a known state; we may need to include similar
techniques to address the problem of system corruption.
IBM’s K42 [42] inspired the high level design of Twiz-

zler. The object-oriented approach to designing a micro or
exokernel used in K42 is an eÿcient design for implementing
modular OS components. Like K42, Twizzler lazily maps in
only the resources that an application needs to execute. Sim-
ilar techniques for faulting-in objects at run-time have been
studied [36]. Communication between objects in Twizzler is,
in part, implemented as protected calls, similar to K42.
Emerald [39,40] and Mesos [35] implemented networked

object mobility, which we can also support. Emerald imple-
mented a kernel, language, and compiler to allow objects mo-
bility using wrapper data structures to track metadata and
presenting objects in an object-oriented language, impacting
performance via added indirection for even simple operations.
The Twizzler object model was shaped by NV-heaps [15],

which provides memory-safe persistent objects suitable for
NVM and describes safety pitfalls in providing direct access
to NVM. While they have language primitives to enable per-
sistent structures, Twizzler provides a lower-level and unin-
hibited view of objects like Mnemosyne [65], allowing more
powerful programs to be built. Languages and libraries may
impose further restrictions on NVM use, but Twizzler itself
does not. Furthermore, Twizzler’s cross-object pointers al-
low external data references by code, whereas NV-heap’s and
DSPM’s [59] pointers are only internal. Existing work beyond
Multics on external references shows and recommends hard-
ware support [58,66], but provides a static or per-process view
of objects, unlike Twizzler, limiting scalability and fexibility.

Projects such as PMFS [24] and NOVA [69] provide a fle
system for NVM. Twizzler, in contrast, provides direct NVM
access atop of a key-value interface of objects. Although Twiz-



zler does not supply a fle system, one can be built atop it.
While NOVA and PMFS provide direct access to NVM,NOVA
adds indirection with copies. Both use mmap (which falls short
as discussed above) and, unlike Twizzler, require signifcant
kernel interaction when using persistent memory.
Our kernel that “gets out of the way” is infuenced by sys-

tems such as Exokernel [28] and SPIN [7], both of which drew
on Mach [2]. In Exokernel, much of the OS is implemented in
userspace, with the kernel providing only resource protection.
Our approach is similar in some respects, but goes further in
providing a single unifed namespace for all objects, making it
simpler to develop programs that can leverage NVM to make
their state persistent. In contrast, SPIN used type-safe lan-
guages to provide protection and extensibility; our approach
cannot rely upon language-provided type safety since we want
to provide a general purpose platform.

7 Future Work 

Compiler and Hardware Support. Clean-slate NVM ab-
straction reopens the possibility of coevolving OSes, compil-
ers and languages, and hardware. Standardized OS support
for cross-object pointers enables compiler support more ef-
fectively than application-specifc solutions [47] or simple
libraries [58]. Twizzler’s pointer translation functions are sim-
ple enough to be automatically emitted by a compiler. Simi-
larly, designing an OS for cross-object pointers allows us to
better state our needs to hardware, which can alleviate perfor-
mance overheads for pointer translation [66, 67].

Security. Although we discussed the Twizzler security
model briefy, there is still much to do. The current model
provides access control, a basic ability to defne and assign
roles based on security contexts, and simple sub-process fault
isolation through the ability to switch security contexts. We
are exploring a fexible security model that allows program-
mers to easily trade-o˙ between security, transparency, and
performance using capability-based verifcation. For example,
we are implementing a call-gating mechanism that will allow
us to restrict control-fow transfers between application com-
ponents, improving the security against malicious components
and reducing the possibility of memory-corrupting bugs.

Networking and Distributed Twizzler. One of the key
principles of Twizzler is to focus the programming model
on data and away from ephemeral actors such as processes
and nodes. This is enabled by our identity-based references
that decouple location from references, and by ensuring all the
context necessary to understand these relationships is stored
with the data. Because our data relationships are independent
of the context of a particular machine, applications can more
easily share data. This easy sharing, combined with a large
ID address space, motivates a truly global object ID space.
We are building a networking stack and support for a dis-

tributed object space into Twizzler. Our networking stack is

based around extensive use of hardware virtualization in mod-
ern NICs. This design, which is in use in existing kernel-
bypass strategies, will mesh well with our core OS design of
reducing kernel interposition. At a higher level, we are con-
sidering how distributed applications change in our model.
For example, an increase in data mobility facilitated by our
location-independent data references and identities means that
we can manifest both data and code where they are needed
without complex marshalling, turning distributed computa-
tion into a rendezvous problem. We plan to build distributed
applications atop Twizzler to demonstrate this approach.
Of course, for compatibility we will provide a traditional

sockets-based networking stack. However, we can use existing
userspace libraries that, e.g., implement TCP in userspace.
Because we implemented our POSIX compatibility library
in userspace, applications can gain many benefts a˙orded
by kernel-bypass networking frameworks while still using
traditional socket interfaces.

8 Conclusion 

Operating systems must evolve to support future trends in
memory hierarchy organization. Failing to evolve will rele-
gate new technology to outdated access models, preventing it
from reaching full potential, and making it diÿcult for OSes
to evolve in the future. Twizzler shows a way forward: an OS
designed around NVM that provides new, eÿcient, and easy to
use semantics for direct access to memory. Cross-object point-
ers in Twizzler allow programmers to easily build composable
and extensible applications with low overhead by removing the
kernel from persistent data access paths, thereby improving the
fexibility and performance. Our simpler programming model
improved performance despite the (small) pointer translation
overhead. Even a memory hierarchy with large RAM but with-
out persistent memory benefts from our design by enabling
programs to operate on large, shared, in-memory data with
ease. Our programming model is easy to work with compared
to existing systems, and we were able to both quickly proto-
type real applications with advanced access control features
and port existing software (SQLite). Twizzler will give us a
system from which we can build a full NVM-based OS around
a data-centric design and explore the future of applications,
OSes, and processor design on a new memory hierarchy.

Availability Twizzler is available at twizzler.io.
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