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I s  t h e  c a r t  l e a d i n g  t h e  h o r s e  w h e n 
it comes to long-term digital storage? Few 
would disagree that there has been a tre-
mendous shift toward writing our personal 
histories as digital data. The convenience of 
digital photos has lured people away from 
film, just as email has supplanted letters. 
Unfortunately, we have yet to demonstrate 
that we can reliably preserve digital data for 
more than a few years. Will future genera-
tions be able to browse the sentimental and 
historical artifacts we leave them the way 
we might flip through our grandparents’ 
photo albums? Clearly, the long-term pres-
ervation of data requires a storage system 
that can evolve over time, while remaining 
cheap enough to allow the retention of 
anything that might be important. To fill 
this need, we have developed Pergamum, 
a distributed network of energy-efficient, 
hard drive–based storage appliances. Each 
of our devices, which we call a Pergamum 
tome, offers the low-latency access times of 
disks while being cheaper to buy and oper-
ate than either disk- or tape-based systems. 

The Archival Storage Problem

The state of archival storage, in the professional 
sector, is largely the same as in the private sector, 
although businesses are slowly starting to recog-
nize the importance of archival storage. Further, 
they are starting to recognize it as a class of storage 
distinct from mere backups. This is partially due to 
legislation that has mandated requirements for the 
preservation, retrieval, and auditing of digital data. 
However, outside of legal requirements, data-min-
ing techniques have proven to be a boon in shap-
ing business strategy and have demonstrated the 
enormous value contained in archival data. 

Paradoxically, the increasing value of archival data 
is driving the need for inexpensive, evolvable stor-
age. The goal of cost-efficient, long-term storage is 
to enable the potentially indefinite retention of all 
data that might one day prove useful. With cur-
rent systems, it is simply too expensive to store 
everything indefinitely (if any long-term persis-
tence guarantees are available at all). Imagine par-
ents implementing a seven-year retention policy on 
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sentimental data in order to reclaim storage space! With home movies and 
photography all being done digitally, is this what we are forcing them into? 
Archival storage therefore needs to be cheap to obtain (static costs), cheap to 
operate (operational costs), and easy to expand (evolvable). In particular, one 
of the biggest culprits in high storage costs is energy consumption. Some 
reports find that commonly used power supplies operate at only 65%–75% 
efficiency, representing one of the primary culprits of excess heat production 
and contributing to cooling demands that account for up to 60% of data-
center energy usage [7]. 

Unfortunately, despite its increasing prominence, archival data is still often 
confused with backup data. The access pattern of archival data is dominated 
by writes, and data, once written, is rarely changed. Reads are also rare, but 
although a slight latency penalty is acceptable if it results in cost savings, 
archival storage must still be fairly accessible. Archival data can be thought 
of as cold data: You may not need it right away, but it is still useful; its value 
increases the easier it is to read, query, browse, and search over. In con-
trast, backup data is a safety net that you only resort to if something else has 
failed. Moreover, most backup data only needs to live long enough to be su-
perseded by a newer write. Thus, whereas both backup and archival storage 
are concerned with data safety, the goal of the latter is to maintain both the 
persistence and the usability of data. This aspect of archival storage can be 
seen quite clearly in digital libraries. For example, the Digital Library Feder-
ation, a consortium of libraries, was formed not only to advance the preser-
vation of digital collections but also to expand their accessibility [4]. 

As a result of this confusion, digital archives are often relegated to storage 
systems designed for backup data. Oftentimes, these systems utilize remov-
able media that decouple the media from the access hardware. Although 
many of these systems seem cost-effective because the media are cheap, 
when you amortize the high costs of readers, silos, and robots over the num-
ber of media, you often discover that these systems are far from a bargain. 
In addition to hidden costs, decoupled media introduce other problems as 
well. They generally offer poor access times, and they introduce the need to 
either preserve complex chains of hardware or institute expensive and time-
consuming migration strategies. Tape, the most common media in these de-
coupled systems, is further hindered by a sequential access pattern. The end 
result is that it can take on the order of minutes to handle random requests. 
This conspires against many archival storage operations—such as auditing, 
searching, consistency checking, and inter-media reliability operations—that 
rely on relatively fast random-access performance.

In contrast to the decoupled media and reader of tape, hard drive–based 
storage is an attractive alternative. By coupling the heads and the media, 
hard drives offer better performance and obviate the need for robotics, re-
ducing physical movement and system complexity. Recent trends showing 
drive prices dropping relative to tape [8] reinforce the idea that disk-based 
systems may be feasible for archival storage. Even more promising, recent 
work on MAIDs (Massive Arrays of Idle Disks) has demonstrated that con-
siderable energy-based cost savings can be realized, while still maintaining 
high levels of performance, by keeping hard drives spun down [3, 12]. 

Although inexpensive hard drives can help control static costs, they can-
not, by themselves, fully address all the needs of archival storage. Long-lived 
data has a potentially indefinite lifetime, and that requires a system that can 
scale across time as well as capacity. Luckily, a number of recent innova-
tions have opened the door to a new model of evolvable storage. High-per-
formance, low-power CPUs and inexpensive, high-speed networks make it 



possible to produce a self-contained, network-attached storage device [6] 
with reasonable performance and low power utilization. The Ethernet back-
plane helps simplify the long-term maintenance, as interfaces and protocols 
are standardized and have changed much more slowly than storage-specific 
interfaces. The long-term benefit of a network of intelligent storage devices is 
that the system can be largely agnostic to how the actual devices are imple-
mented. For example, in fifty years, the devices might utilize holographic 
storage, but their admission to the group will still only be predicated on the 
ability to speak a given protocol and their ability to perform a set of well-de-
fined tasks. 

The system we have developed using this model, called Pergamum, con-
sists of a distributed network of independent, intelligent storage appliances. 
Other distributed systems exist, but they either compromise a fully distrib-
uted design for easier management [5] or do not achieve the level of power 
savings needed in archival storage [13, 9]. Although each device in our sys-
tem is fully self-sufficient and manages its own consistency checking and 
disk scrubbing, the devices cooperate in inter-device redundancy schemes 
so that, even if a unit fails, data can be rebuilt. 

The Design of Pergamum

The Pergamum tomes that make up our system are simple, intelligent stor-
age devices. As Figure 1 shows, each unit is composed of four hardware 
components: a commodity hard drive for persistent, large-capacity storage; 
on-board flash memory for persistent, low-latency metadata storage; a low-
power CPU; and a network port. The result is a reliable, low-power storage 
device that can be used as a building block for more advanced systems. 

F i g u r e  1 :  H i g h - l e v e l  s y s t e m  d e s i g n  of   P e r g a m u m .  I n d i v i d u a l 
P e r g a m u m  t o m e s  a r e  co  n n e c t e d  b y  a  co  m m o d i t y  n e t w o r k 
b u i lt  f r o m  off   - t h e - s h e lf   s w i t c h e s . 

When fully active, each Pergamum tome consumes less than 13 watts, well 
within the capabilities of power over Ethernet. Of that, the disk itself is by 
far the largest energy consumer. This explains why MAID systems have been 
able to achieve considerable power savings by keeping idle disks spun down. 
Our design goes a step further and achieves even more cost savings by mov-
ing away from the power-hungry, centralized controllers found in most 
MAID systems. Each Pergamum tome consumes less than a single watt in its 
spun-down, idle mode! By pairing a 2–3 watt processor with each disk, we 
can gracefully scale the power consumed to the size of the system’s load. 

The form factor of each Pergamum tome can be quite compact. As the low-
power processing boards are roughly the size of a pack of gum (or smaller), 
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the entire device would not be much larger than the drive itself. With power 
over Ethernet, each Pergamum tome is essentially a sealed device with a sin-
gle connection. This, together with the lower air space requirements of idle 
drives, means that very high storage densities can be achieved. It also opens 
the door for novel rack configurations. Unlike a tape silo, there is no need to 
provide room for robots to operate. 

In addition to our choice of numerous low-power processors, the theme of 
scaling the response to the size of the task can also be seen in our reliabil-
ity model. As Figure 2 shows, Pergamum utilizes two levels of redundancy 
encoding: intra-disk and inter-disk. Individual segments are protected with 
redundant blocks on the same disk (those labeled with a P). Redundancy 
groups are protected by the shaded segments (labeled R), which contain era-
sure correcting codes for the other segments in the redundancy group. Note 
that segments used for redundancy still contain intradisk redundant blocks 
to protect them from latent sector errors. Recent work has highlighted the 
danger of latent sector errors on disks [2]. These are errors that often go un-
detected until they are read. In a traditional RAID system, at the first sign of 
any trouble, all the disks in the redundancy group would be spun up. This 
one-size-fits-all approach to data recovery works well, but it is very expen-
sive. In our system, for many errors, the Pergamum tome can utilize its own 
intra-disk parity to recover from such errors without waking up a single 
other device. By using two levels of redundancy, Pergamum achieves higher 
reliability compared to traditional RAID setups and much higher power sav-
ings for the price of only a slight increase in storage overhead. 

F i g u r e  2 :  T h e  t w o  l e v e l s  of   r e d u n d a n c y  i n  P e r g a m u m 

Although flash memory has received a fair amount of press lately, it will be 
some time before it is cheap enough to use as the primary storage medium 
for archival data. This is not, however, to say that it is not useful in long-
term storage. As Figure 1 shows, each Pergamum tome contains a small 
amount of nonvolatile RAM. This is used as a persistent metadata store. It 
allows the Pergamum tome to handle many types of requests without spin-
ning up the disk. 

One of the most important types of metadata that we store in NVRAM is 
data signatures. Similar to a traditional hash value, such as SHA-1, data sig-
natures allow us to confirm the correctness of data during a disk scrub or 
read request; the stored signatures can be compared to a signature calcu-
lated over the data being read. The signatures we use, however, are called 
algebraic signatures and they display a rather useful characteristic [10]. For 
many codes, the signatures of the data exhibit the same relationship as the 
data itself. In other words, if data blocks A and B generated parity block P 
(as in a traditional RAID system), then the signatures of A and B will gen-
erate the signature of P. Using these signatures, Pergamum is able to check 
the consistency not only of the data stored on each Pergamum tome but of 
the entire inter-disk redundancy group. Moreover, using trees of hash val-
ues, we greatly reduce the amount of signature data we need to exchange 
between nodes in order to confirm the integrity of the inter-disk redundancy 



groups. We describe our approach in full detail in our FAST ’08 paper on 
Pergamum [11]. 

Results and Observations

One of the challenges raised by the use of low-power processors is the need 
for tight engineering and optimized code. Today, even laptop processors 
have the horsepower to make non-native, high-level scripting languages per-
form well, albeit at a huge power cost. As this project has spent its life in a 
research lab and not in an engineering department, almost all of the soft-
ware running on the Pergamum tome has been implemented in Python, 
and it can only be considered proof-of-concept–level code. The results are 
nonetheless promising. For example, whereas data encoding on a Pergamum 
tome took almost ten times as long as on a laptop processor, the laptop pro-
cessor consumed more than ten times the power. However, early system pro-
filing indicates that native implementations and careful optimizations can 
reap great improvements in performance. 

Although we are still early in development, our experiments suggest that our 
model is a viable approach to archival storage. Our two-level approach to 
reliability provides excellent protection against latent sector errors as well as 
full drive failure, and it does so while incurring only minimal storage over-
head. Regarding performance, our initial optimizations suggest that we have 
yet to tap the full potential of our low-power processors, not to mention the 
possible level of parallelism inherent in our design. Finally, our cost analy-
sis suggests that we can be very price-competitive with tape, while offering 
functionality that tape systems simply cannot provide. All of these results 
and a full explanation of our experimental methods are available in our 
FAST ’08 paper on Pergamum [11]. 

Where Do We Go from Here?

Pergamum demonstrates some of the features needed in an archival storage 
system, but work remains to turn it into a fully effective, evolving, long-term 
storage system. In addition to the engineering tasks associated with optimiz-
ing the Pergamum implementation for low-power CPUs, there are a number 
of important research areas to examine. 

Storage management in Pergamum, and in archival storage in general, is 
an open area with a number of interesting problems. Management strate-
gies play a large part in cost efficiency; many believe that management costs 
eclipse hardware costs [1]. The goal of our management research is to main-
tain the decentralized design of Pergamum, while making the addition and 
removal of drives as automated as possible. In the model we envision, at a 
frequency of no more than once a month a minimally trained administra-
tor would be tasked with adding new devices to the network and removing 
failed devices. Once added, the devices would automatically find the exist-
ing nodes and either join their redundancy groups or join new redundancy 
groups created by the system. 

In our current implementation, users interact with Pergamum by submit-
ting requests to specific Pergamum tomes using a connection-oriented pro-
tocol. In future versions, the use of a simple, standardized put and get style 
protocol, such as that provided by HTTP, could allow storage to be more 
evolvable and permit the use of standard tools for storing and retrieving in-
formation. Further, techniques such as distributed searching that take into 
account data movement and migration could greatly simplify how users in-
teract with the system. 
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Part of a storage administrator’s role has traditionally been to decide how 
much storage overhead to accept in order to increase storage redundancy. 
Moving forward, this role will grow slightly more complicated as adminis-
trators increasingly consider energy costs as well. In order to make an in-
formed decision, the interplay of redundancy, storage overhead, and power 
consumption must be better understood. Part of our work in this area is to 
develop data-protection strategies that are best suited to the unique demands 
and usage model of archival storage. 

Although there is still a lot of work to do to turn Pergamum into a fully 
functioning, evolvable, archival storage system, our storage model is promis-
ing. In its current state, Pergamum uses low-power, network-attached disk 
appliances to provide reliable, cost-effective archival storage. Two levels of 
redundancy encoding, within disks and across disks, provide both reliabil-
ity and cost savings, as data recovery techniques can be appropriately scaled 
to the size of the data-loss events. Finally, Pergamum achieves its cost-effi-
ciency goals by controlling both static and operational costs. We keep fixed 
costs low through the use of standardized network interfaces and com-
modity hardware, allowing each Pergamum tome to be viewed as an es-
sentially “disposable” appliance; a system operator can simply throw away 
faulty nodes. Operational costs are controlled by utilizing ultra-low-power 
CPUs, power-managed disks, and a myriad of new techniques such as local 
NVRAM for caching metadata and redundancy information to avoid disk 
spin-ups, intra-disk redundancy, and trees of algebraic signatures for distrib-
uted consistency checking. 

Historical Note

Our system is named after the Library of Pergamum, one of the most famous 
libraries of the ancient world. Located in modern-day Turkey, then a part of 
ancient Greece, the library was built by Eumenes II. Two distinctions make 
this an apt inspiration for our system. First, the Library of Pergamum is the 
home and namesake of parchment. At the time, manuscripts were written 
on papyrus, which was expensive, as it was produced only in Alexandria. 
Second, the library took great care in the layout of its shelves, as it recog-
nized the importance that airflow played in the long-term persistence of its 
works. 
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